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Olfaction

Mapping the EPL to Loihi*

* Nabil Imam, Thomas Cleland, Rapid Learning and Robust Recall in a 
Neuromorphic Olfactory Circuit, In Review
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Loihi EPL Input and Output

• Model Input

• Chemosensor data 

• 72 dimensional vector, each element an integer from 0 to 15

• Converted to bias current into mitral cell (MC) apical dendrite

• Model Output

• MC soma spikes
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Loihi EPL Behavior

• Multi-Odor Results
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Loihi EPL Model

One of 72 columns

Input value i from a vector of length 72

One Mitral Cell (MC)

Initialize with 5 GC neurons.  Through 
neurogenesis, up to 50 Granule Cell 

Interneurons (GCs)

MC output projects to all GCs
Potentially L 

separate 
connections (with 
different delays) 
to each GC. Each 
connection forms 

with 0.2 
probability.

Apical Dendrite (AD)

Soma

Inhibitory 
connection 

from each GC 
to local MC 

soma

Column i Column j

Input value j from a vector of length 72
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EPL Intuition

GC ik

One of 72 columns

Input value i from a vector of length 72

Mitral Cell (MC) j

5 GC neurons

MC output projects to all GCs

One connection to 
each GC. Each 

connection forms 
with 0.2 

probability.

Apical Dendrite (AD)

Soma

Inhibitory 
connection 

from each GC 
to local MC 

soma

Column i Column j

Input value j from a vector of length 72

Mitral Cell (MC) i

E-STDP: learns receptive field selective to odor features

I-STDP: learns appropriate delay to inhibit MC soma in column
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EPL Intuition
 MC j Apical Dendrite 

 MC j Soma 

 GC ik

MC i Apical Dendrite

MC i Soma

MC j Soma to GC ik synaptic delay

GC ik to MC i soma inhibitory period

 MC j Apical Dendrite 

 MC j Soma 

 GC ik

MC i Apical Dendrite

MC i Soma

MC j Soma to GC ik synaptic delay

GC ik to MC i soma inhibitory period

Inhibited

 MC j Apical Dendrite 

 MC j Soma 

 GC ik

MC i Apical Dendrite

MC i Soma

MC j Soma to GC ik synaptic delay

GC ik to MC i soma inhibitory period

Refractory

Gamma Cycle

Active State (Permissive Epoch)
(MCs integrate input and spike)

Inactive State (Inhibitory Epoch)
(No MC spiking, GC spiking)
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GC ik receptive to MC j

Inhibitory delay aligns MC 
i apical dendrite spike

• Learns a pattern

• Spatio-temporal 
attractor network

• Tends towards 
learned pattern
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EPL Intuition

• In practice, attractor takes affect over a larger scale
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Loihi EPL Module

• Single-Pattern (Odor) Learning

• Learn on a clean pattern

• Generate noise corrupted test patterns

• Occlusion factor is fraction of corrupted values in vector (length 72)

• Corrupted values are randomly chosen from 0 to 15

• Pattern is considered recovered if there is high “similarity”

• Jaccard index as similarity: num spikes in intersection / num spikes in union
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Tutorial: EPL Single Pattern Learning

* Other names and brands may be claimed as the property of others

*



Outperforms Conventional Algorithms

Provides average of 8% accuracy 
improvement vs deep autoencoder

40x more data efficient learning vs 
backpropagation

Supports online learning (robust to 
catastrophic forgetting)
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Conventional 
Algorithms



Excellent Scaling to Larger Network Sizes
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Time Per Inference Energy Per Inference

Near constant 
computation time




